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Abstract – Recommender systems are a vital part of today’s information society 
to deal with information overload, especially in e-commerce. Recommender 
systems help retailers to choose items to display based on customers’ 
preferences, help users to search for items in personalized ways, and help 
streaming services create customized playlists. This entry describes multiple 
kinds of recommender systems and how they work. It also explains their 
historical and intellectual context, shows how they might affect users, and 
discusses current challenges. 

 

INTRODUCTION 

Information overload has become one of the major issues in today’s information 
society. Modern communication technologies and especially the Internet have 
made it easier than ever to access information. However, the constant stream of 
information has often made it difficult for users to select the piece of information 
from this stream that is most helpful in a given situation. Recommender systems 
help to deal with information overload. They are a set of technologies used to 
sort information or goods a user might be interested in from the whole of an 
information source. For example, a commercial website like Amazon.com offers 
millions of different items such as books and movies which makes it impossible 
to display all of them to a user. When selecting a set of items to display to a 
given user, it is important to recognize that individual users have different 
preferences and the system therefore needs to identify specific items that are 
most likely to be relevant to each user. A recommender system does just that. It 
creates a list of items that are likely to be of interest to each individual user. Not 
only books or movies can be recommended, items can also be travel 
destinations, news articles, restaurants, friends within social networks, and even 
questions and answers. In sum, “any system that produces individualized 
recommendations as an output or has the effect of guiding the user in a 
personalized way” (Burke, 2002, p.331) can be defined as a recommender 
system. Recommendations occur not only when a user is actively searching for 
something, but also in a ubiquitous manner without a user’s direct input. 
Targeted online advertising is also a form of recommender system. 



Consider this practical example: Let’s say Anne wants to buy a book in an online 
bookstore, but the store offers millions of titles, most of which Anne is not familiar 
with. Which book should she read? In a traditional bookstore, she might ask the 
bookseller she has known for years for advice. Online, a recommender system 
can help her. Instead of a general set of “featured items” that all users would see, 
it will automatically analyze the inventory of books and compare them to the 
information available about Anne (such as browsing and buying history, and 
stated preferences for previously read books). Anne tells the system (either 
explicitly or implicitly) which kinds of books she likes, and the recommender 
estimates a set of books that best match Anne’s preferences and then provides 
her with a personalized view of the options, emphasizing the items that are most 
likely to be of interest to her. As a result, Anne receives her very own list of books 
she might like (see Figure 1). 

 

Label as Figure 1: Diagram of the recommendation process 

 

Many search engines are very similar to recommender systems. A search 
engine, such as Google, suggests the most relevant information to the user 
based on the user’s queries. However, traditional search engines provide the 
same results for all users who type the same keyword. Some advanced search 
engines can be categorized as recommendation systems (Burke, 2002) because 
they provide different results to different users even if the users type the same 
keyword, which is a key factor of recommender systems. They provide 
individualized results by considering each individual user’s characteristics such 
as past browsing histories and locations to provide relevant information to the 
one user who is looking for this information instead of providing results that are 
most likely to be relevant for the largest number of users. 

While recommender systems got their start in traditional electronic commerce 
domains such as movies and books, they have been applied to a wider variety of 
contexts such as social media, news aggregating websites, and video streaming 
services. No matter which context they are applied in, however, recommender 
systems help individuals to make decisions or to access potentially more 



interesting information by providing personalized recommendations. 

INTELLECTUAL & HISTORICAL CONTEXT 

The invention of modern recommender systems dates back to 1992. At that time, 
electronic mail was becoming very popular in organizations and evolved as the 
most common medium used to share information among co-workers. As a result, 
employees were overwhelmed by the huge amount of incoming emails 
(Goldberg, Nichols, Oki, & Terry, 1992), and had a hard time filtering out the 
most relevant emails related to their tasks or preferences. The Xerox Palo Alto 
Research Center (PARC) invented Tapestry to address this issue, and in so 
doing, created one of the first recommender systems. Tapestry was designed to 
filter emails based on topics a user indicated as relevant. Those topic categories 
were not necessarily created by the program, but the users themselves could 
propose them based on their own interpretation and classification of the contents 
of the emails they receive. Other users could then use those topic categories to 
state their own preferences. In addition to filtering emails based on their content, 
Tapestry also estimated the importance of a message by assessing how 
“popular” an email was with other employees in the company who had received 
the same message. These two concepts, the recommendation of items based on 
their content and the popularity of those items among other people with similar 
interests, became the basis for modern content-based and collaborative filtering 
recommender systems. Content-based recommender systems filter items based 
on item similarities, while collaborative recommender systems sort items based 
on the similarities of users who have chosen similar items before. 

Shortly after Tapestry was first created, the GroupLens research team led by 
Paul Resnick at MIT adapted the basic idea and developed a more applied 
recommender system for use within newsgroups. Newsgroups served as places 
of information exchange and discussion on the early Internet and became very 
popular. However, due to their increased popularity, soon there was too much 
information for any one person to read and discuss. The recommender system 
“GroupLens” was invented to assist users in finding relevant items in the large 
amount of content posted in newsgroups (Resnick et al., 1994). 

GroupLens extended the basic idea of Tapestry in two ways. First, while 
Tapestry worked only within a given email server (for example within a particular 
company), the rating system for GroupLens’ collaborative filtering was extended 
to multiple sites. This meant that GroupLens was able to add new newsgroups to 
its existing dataset so that the system could better predict user preferences for 
items. This led to an increase in the accuracy of recommendations. In addition, 
GroupLens was far more flexible than previous systems. It aggregated 
evaluations from different sources, recognized their patterns and created a new 
rating system. This enabled different rating systems to work together. Overall, the 
underlying principle and context of GroupLens is very similar to the recommender 
systems in use today and this is why it is widely considered to be the first modern 
recommender system. 



Tapestry and GroupLens illustrate not only two early versions of recommender 
systems, but also the fact that both industry (Tapesty) and academia 
(GroupLens) have influenced each other in the development of recommender 
systems. Advances in recommender systems have often been the combined 
effort of scholarly research and commercial interests. 

With the broad adoption of the World Wide Web during the early 2000s, and the 
early success of online retailing, the market opened up for large scale 
commercial applications. With the increase in items offered and many potential 
users to serve, for many commercial websites, such as Amazon, recommender 
systems became an important part of their businesses strategy. Their goal was to 
match user preferences with offered products to increase purchase rates. 
However, while it was commercial interests that brought recommender systems 
to public attention, it was academia that helped improve the systems. Neither 
was able to make significant process on its own since when researchers came 
up with new ideas to improve these systems, they needed large real-world data 
sets of products and individual preferences to empirically test the outcomes of 
their systems - data that only industry could provide. 

One of the most prominent attempts to improve recommender systems was a 
collaboration of industry, academia, and private companies: the Netflix Prize. In 
2006, Netflix, a provider of on-demand Internet streaming media, offered a prize 
of USD 1m to a person or group that could improve the existing Netflix 
recommender system by 10 percent. Some 20,000 teams from more than 150 
countries registered for the competition. In the end, 2,000 teams submitted over 
13,000 modifications to the existing system to predict users’ preferences 
(Bennett & Lanning, 2007). The competition ran for three years and the 
participating teams tested their modifications to the Netflix system using the big 
dataset the company had provided. The dataset included anonymized 
information about users, movie descriptions, and ratings – and was highly 
interesting for researchers in academia. The Netfilx Prize offered scholars a 
unique opportunity to test their recommender systems developed in the 
laboratory using a real world dataset, which has not been possible before. In 
2009, two teams reached that 10% mark almost simultaneously, but the 
competition was one by "BellKor's Pragmatic Chaos", a seven-person team of 
statisticians, machine- learning experts and computer engineers from the United 
States, Austria, Canada and Israel, some of whom worked for large technology 
companies. 

 

TYPES OF RECOMMENDER SYSTEMS 

Recommender systems make suggestions based on two types of data: 
background data and input data. Background data is the information that is 
already available in a system, independent of the system’s current user. It is the 
corpus of books and their descriptions in a book recommender system, for 



example. This data is already available when a user joins the system. Input data 
is the information an individual enters into the system. The input data is 
transformed into background data so the background data is continuously 
updated. From these two sources the recommender system calculates the 
recommendations for each user (Burke, 2002).The three most common types of 
recommender systems are called content-based, collaborative filtering, and 
hybrid recommender algorithms. 

Content-based recommendation 

A content-based algorithm suggests items with similar properties to items the 
user has already liked or purchased. Based on the user’s preferences, content-
based recommender systems match the background information about the items 
stored in the database with the input provided by the user. This input might be in 
the form of explicitly stated preferences in the users’ profile, or manifestations of 
those preferences such as browsing, and purchase behavior, or ratings given to 
items. The overall goal of the system is to recommend items that the individual 
has not yet seen but is likely to find interesting (Lops et al. 2011). 

A book recommender system based on a content-based method, for example, 
would analyze the commonalities among the books an individual has purchased 
or rated highly in the past, such as specific authors, genres, and topics, and then 
recommend books that a have high degree of similarities to the individual’s 
preferences. If a user has liked the first three “Harry Potter” books, or indicated 
J.K. Rowling as a favorite author, the recommender system might recommend 
the newest version of the “Harry Potter” book. Schafer et al. (1999) call this 
method “item-to-item correlation.” 

Collaborative recommendation 

Collaborative recommender systems match the profile of the user who is looking 
for a recommendation with the profiles of other users in the same system with 
similar preferences. If other users have rated a set of items the same way as the 
target user, the recommender system predicts that the target user might also like 
new items which have not yet been seen, but that similar users have liked. 

The underlying assumption in collaborative filtering is that the ratings an 
individual provides represent fairly constant opinions that can be collected and 
analyzed to provide a reasonable estimate of the actual preferences of the 
individual. Collaborative filtering systems aggregate ratings, recognize similarities 
between individuals, and generate recommendations based on inter-user 
comparisons (Ekstrand et al. 2011). 

A book recommender system based on the collaborative recommender system, 
for example, finds other users who have exhibited a similar taste in books and 
the users who rated the same books similarly. Then, the system recommends 
books to the user that received a good rating from peers, but that the user has 



not read. This form of recommendation is also called “people-to-people 
correlation” (Schafer, Konstan and Riedl, 1999). 

Collaborative filtering systems have several distinct advantages. First, they can 
be applied to almost any type of content. While content-based recommender 
systems can only analyze content that has at least some data associated with it 
that is readable by the system (i.e. textual information such as product 
descriptions), collaborative filtering also works well when the content is more 
complex (i.e. movies or music without descriptions). 

A second advantage of collaborative recommendation is its simplicity. Rather 
than computing the potential numerical value for the utility of each item, 
collaborative filtering systems only focus on items rated highly by peers. By 
sorting items based on popularity, the recommender system can reduce its 
workload. Third, the collaborative approach is more likely to be able to provide 
cross-genre recommendations by taking advantage of the complexity of real user 
preferences. 

Continuing the example above, if the user wants a movie to go with the book, the 
collaborative filtering system might be able to provide a recommendation based 
on the movies people with similar preferences have liked. A content-based 
system with information only about the user’s book preferences would only 
occasionally be able to suggest movies (i.e. when book and movie authors 
overlap). 

Hybrid recommender systems 

Hybrid recommender systems combine two or more recommendation methods to 
generate an estimate of the utility an item might have for a user. This is done 
mainly to use the advantages of one technique and address the disadvantages of 
the other. For example, a collaborative recommender system produces good 
recommendations based on preferences of similar users, but it cannot 
recommend new items that have not been rated by users. Since content-based 
recommender systems do not require users’ ratings but instead base their 
recommendation on the project descriptions that will most likely be available 
once an item is entered into the system, these can be used as a supplement in 
cases where insufficient rating data is available (Burke, 2002). 

Different kinds of recommender systems can be combined to create a hybrid 
system. Sub-systems under a hybrid system can be merged into one hybrid 
recommender, or each method can be implemented independently and only their 
predictions combined to show recommendations. Most recommender systems 
are hybrid recommender systems such as the system employed by 
Amazon.com. 

MAJOR RESEARCH CHALLENGES 

While current recommender systems commonly produce high quality 



recommendations that match a user's preferences, there are two prominent 
challenges that are being addressed by researchers: the cold start problem and 
providing contextual recommendations. In addition, there is discussion about 
whether making recommendations changes user preferences. 

Cold-start problem 

The cold-start problem occurs when the system is asked to recommend items to 
new users who have not stated a preference on any item (lack of input data), or 
when the system encounters new items that no user has rated (lack of 
background data) (Lam, Vu, Le, & Duong, 2008; Ahn, 2008). 

Since a recommender system uses the profiles of users and the descriptions of 
items stored in a system to predict preferences, a user who has not provided 
much information to the system creates problems. The cold-start problem is also 
called the “new user” problem and one way of overcoming this problem is by 
prompting the user to provide input data. This process might be facilitated by 
incentives to fill out a profile page or to provide a set of initial ratings for known 
items. Search queries or data imported from other web applications, such as 
social media sites, are further examples of helping the system to generate more 
input data. 

Similarly, recommender systems also have to deal with new items. Frequently, 
there is very little information available on a new item because the item has not 
received a rating from a user or has no purchase history and it is difficult for the 
system to make accurate predictions. This is frequently called the “new item” or 
“early rater” problem and it is especially prevalent in collaborative filtering 
systems. Developers of such recommender systems try to address this problem 
by explicitly asking users to rate these new items. 

Contextual recommendations 

Most recommender systems assume that a user’s preferences are static so that 
each user’s preferences can be inferred from the sum of their past decisions. As 
an example, if a user in a movie recommender system has previously liked horror 
movies, the system will likely suggest another horror movie since it makes its 
recommendations based on the user’s previously stated preferences. Such a 
system focuses on recommending items without taking into account any 
additional information about the user’s context such as time, day, location and 
emotion – or the conditions under which the recommended item will be 
consumed. 

However, preferences may change dramatically depending on the situation. The 
user might like the new “Harry Potter” movie when watching it at home alone, but 
when going out with friends, the user might strongly prefer the newest romantic 
comedy. In another case, a particular restaurant might really be a great fit given a 
user’s stated food preferences, but given the fact that the user has only an hour 



for his or her lunch break, driving across town to get to the restaurant might not 
be an option. Therefore, a less-than-ideal restaurant in a convenient location 
might provide a greater utility. Recommender systems are slowly incorporating 
context into their processes, for example, using location-based recommendations 
on smartphones that give more emphasis to recommending local items. 

Another aspect of recommendation context is the part of a list or series of items 
that will be consumed in succession? Pandora, a presentation of the 
recommendations, Is the system recommending a stand-alone item, or will it be a 
music streaming service, for example, uses a recommender system to create 
individualized playlists of music instead of a single item. 

This distinction has important implications for the recommendations the system 
has to make. If only one item will be consumed, the system needs to find the 
single best fit for the given set of preferences. However, if the system 
recommends a set of items that will be consumed as a combined product, the 
system has to make sure that the recommended items reflect the stated 
preferences and also ensure that they are sufficiently different to avoid being 
perceived as substitutes. 

The system might be able to identify a user’s favorite song, but listening to the 
same song over and over again might not add any further utility. Therefore, 
“accurate prediction of consumer preferences undoubtedly depends upon the 
degree to which the recommender system has incorporated the relevant 
contextual information into a recommendation method” (Adomavicius et al. 2005, 
104). 

Effects on Users 

In addition to providing recommendations, recommender systems also have 
unintended effects on users. Cosley et al. (2003) have shown that when users 
were exposed to predicted ratings of items before they had rated items 
themselves, they changed their ratings in favor of the predicted value. Murray 
and Häubl (2005) also support the claim that recommender systems influence 
users’ perceptions of recommended items. A user might think that, since an item 
is recommended based on stated preferences, that he or she should like that 
item. However, Lam and Riedl (2004, 394) argue that “whether this represents a 
genuine change in opinion is unknown - it might just be that users conform in 
what recommender systems say, not in what they believe”. 

Some users may doubt the recommendations presented by a system. A user 
might question whether the algorithm is producing recommendations based on 
the underlying data, or on behalf of a third party that is manipulating the results to 
sell a product. For example, a user in a book recommender system might wonder 
whether books from a certain publisher are preferred by the system, because the 
store might earn more by selling them. In this case, the user might doubt the 
system and not favor the recommendations – no matter how accurate they are. 



Trust in the system – or lack thereof - has been shown to be an important 
determinant of whether users perceive a recommender system to be of high 
quality (e.g. Mobasher et al. 2007). Recommender systems often address this 
issue by making the underlying processes as transparent as possible. McSherry 
(2005) demonstrates the importance of transparency (user understanding how 
the recommendation is generated) in explaining the recommendations a 
particular algorithm makes and datasets on which they are based. 

Overall, whether a user sees a recommender system as being useful depends on 
the accuracy of the recommendations and the perceptions of the user. 
Swearingen and Sinha (2001) have shown that user’s perceptions of a 
recommender system are an important metric when assessing the quality of 
recommendations made by the system. 

NEW CHALLENGES 

The advent of social media and the increase in available data poses new 
opportunities, but also many challenges to recommender systems. First, social 
media produce very different types (posting, replying, sharing) or formats (text, 
link, pictures) of information. This is problematic, since it is difficult to transform 
this information into a format that is interpretable by the system. The information 
in social media is generated by its users which means that the meaning of the 
information is based on each user’s interpretation and relationships. For 
example, information or a recommendation from user A might be meaningful to 
user B, but not to user C. This is a matter of trust or ‘closeness’ between users. 
Social relationships are based on subjective values that are hard to classify. 
While users are generating increasing amounts of information, they are doing so 
in a manner that makes it difficult to use for making recommendations. 

The most popular form in which such information is generated is tagging (Burke 
et al. 2011). Users can tag diverse items such as people, applications, and 
pictures using diverse forms of expression such as liking and linking. This is 
difficult to standardize because the meaning of actions not only differs among the 
same actions across different platforms, but more importantly, the meaning also 
differs in the perceptions of people expressing them. For example, a “like” on a 
social networking site might mean “this is the best item that I have ever seen” for 
one person, but it might mean “this item is not bad” for another person. A 
recommender system cannot differentiate between the two meanings of “like”, 
and would assign both of them the same interpretation, causing inaccurate 
results. 

Another issue is privacy. Recommender systems operate in a social 
environment, often use user-generated content as input data, and operate mostly 
on personal information. Users may be anxious as to whether their personal 
information can be seen or inferred by others. Although a recommender system 
incorporates information from users, a certain level of obscurity may be expected 
by the user. Obscurity is an important part of privacy which can be maintained by 



low search visibility (Hartzog and Stutzman, 2010). Any system that uses 
personal information and exposes this information to others reduces the level of 
obscurity by reorganizing personal information in ways the user does not 
necessarily intend. It is unclear how this privacy concern affects recommender 
systems and how it can be addressed by modifying the systems to reduce the 
concerns. 

Recommender systems are becoming increasingly important in today’s 
information society. They are shaping the way individuals are consuming 
information. Recommender systems are ubiquitous on the Internet, and users 
often do not realize that their decisions are at least partially driven by algorithms. 
Understanding the ways in which recommender systems work and how they 
might influence perceptions and behaviors is important – it will become more so 
in a fast paced information society. 

 

See also: 

Electronic Commerce Reputation Systems 

Electronic Commerce and Online Trust 

E-Commerce Business Models 

Location-Based Commercial Services 
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